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1 Introduction

1.1 Scope

This document is set up inside the framework of SUIT FP6 project. The scope of this document is
to describe the specifications of a Real-Time Scalable Video Coder that can be adapted to provide
Multiple Description coded video streams and that can deal with a wide range of video formats
including High Definition. Starting from the description of the AVC standard and its extension to
SVC, it tries to define the techniques to use for developing a real-time version and the computing
architecture that can deliver the necessary computation power. In complement, it proposes to
provide the project with a SUIT SVC reference software platform that should help SUIT developers
and insure that most of their developments will remain available at demonstration time. A first
reference platform is delivered simultaneously with this document.

1.2 Objective

The main objective of this document is to present the techniques that are used to implement a real-
time version of a video coding algorithm. For implementing a real-time version of a video coding
algorithm, there are two possible ways to achieve it: starting from a reference model and optimising
it, or starting from a real-time release of a previous encoding scheme which is supporting part of
the mechanisms present of the new coding algorithm. As the SVC algorithm is an extension of the
AVC one, we are then in a favourable situation for reusing the previous efforts made for building
real-time implementations of the AVC algorithm. So a particular attention will be paid on defining
the complementary tools to implement in an AVC encoder to transform it in an SVC one.

In order to help SUIT partners in their own developments and before that a real-time version will be
available, it is proposed to provide an SVC reference software platform that would fulfil the
following requirements:
- it should be a midterm version between the whole JSVM and the real-time release that
could be implemented for SUIT demonstrations;
- it should insure that SUIT developments based on it would have a high probability to be
included in SUIT demonstrations if they obey to real-time constraints;
- it must be as possible closed to AVC implementation in order to reuse existing real-time
encoding platforms or platform currently in development.

Concerning the general objectives of SUIT project, the SVC coding platform will include the
following features:
- provide a single framework for encoding, editing bitstreams (for adaptive QoS at intelligent
multiplexer or gateway levels) and decoding (at terminal side);
- allow different MD implementations from the simplest one (running SVC several times) up
to more advanced ones (EMDSQ implementation in the reference framework);
- take in account HD video formats (preferably in progressive scan);
- and provide a real-time decoder and a renderer.
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2 Overview of the H.264/MPEG-4 AVC Video Coding Standard

The H.264/AVC video coding standard has recently emerged from the cooperation of two experts
groups: the Video Coding Experts Group (VCEG) from ITU, which has developed all the H.26x
video-telephony coding standards and the Moving Picture Expert Group (MPEG) from ISO/IEC,
which have built the MPEG video standards used in storage, broadcast or streaming applications.

The first objective of the Joint Video Team (JVT) was to define a new coding scheme that
covers both the MPEG-2 and H.263 application domains while overriding existing compression
rates by a factor-of-2. The second objective was to accommodate video content delivery to
wide variety of bandwidth requirements, picture formats and network environments.
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Figure 1: Basic structure of H2.64/AVC for a macro-block

The standard architecture is divided into two layers:
- aVideo Coding Layer (VCL) which represents the video content;

- a Network Abstraction Layer (NAL), which formats the VCL representation of the video and

provides header information convenient for transport layers or storage media.

A same format is used by NAL units for both packet-oriented transport and bit-stream delivery. The

NAL facilitates the ability to map H.264/AVC VCL data to transport layers such as:

- RTP/IP for realtime wire-line and wireless

streaming);

- file formats, e.g. ISO MP4 for storage and MMS;
- H.32x for wire-line and wireless conversational services;
- MPEG-2 systems for broadcast services.

Internet services

(conversational
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The VCL is similar in spirit to previous standards as MPEG-2 Video: it consists of a hybrid of
temporal and spatial prediction, in conjunction with transform coding, as shown by the above
diagram (excerpt from [1]).

With comparison to previous standards, H.264/AVC provides significant improvements in:
- Inter-Prediction and Motion Estimation;
- Intra-Prediction and Transform coding;
- Entropy Coding;
- Error containment.

Motion estimation with MPEG-2 allows to search for 16x16 fixed size blocks of pixels inside one or
two reference pictures, H.264 provides more flexibility with:
- fine-grained motion estimation where motion estimation applies on blocks of variable size
inside a macro-block (MB);
- multiple reference frames can be used;
- unrestricted motion search allows displacements outside a reference frame using spatial
prediction;
- motion vector prediction for continuous movements.

Intra prediction and transform coding:
- intra prediction is a new feature that allows to efficiently code uniform areas of picture using

direction dependent intra modes;

- implementation of a 4x4 integer Discrete Cosine Transform (DCT) that provides a finer
grain and an accurate data transform;

- an in-loop de-blocking filter for smoothing edges and avoiding the occurrence of visual
artifacts.

Entropy coding takes in account context of data being encoded and provides two alternative

methods:
- Context-Adaptive Variable Length Coding (CAVLC) that employs multiple variable length
codeword tables to encode data;
- Context-Adaptive Binary Arithmetic Coding (CABAC) that provides an improved encoding
scheme with unmatched bit/symbol ratios.
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Figure 2: H.264/AVC profiles and features

Three profiles have been defined in order to cover the main application domains:
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- a Baseline Profile, which is dedicated to conversational application, like video-telephony
and video-conferencing;

- a Main Profile designed for television applications;

- an Extended Profile, more appropriate for streaming and mobile video services.

The Baseline profile supports all features in H.264/AVC except the following two features sets:
- B slices, weighted prediction, CABAC, field encoding and macro-block adaptive frame field
coding (MB-AFF);
- SP/SI switching slices and slice data partitioning.

The first set of additional features is supported by the Main profile, without taking in account
flexible macro-block ordering (FMO), arbitrary slice ordering (ASO) and redundant pictures.

The Extended profile supports both features of Baseline and Main profiles, except for CABAC.

All decoders conforming to a specific profile must support all features in that profile. Encoders are
not required to make use of a particular set of features supported in a profile but have to provide
conforming bit-streams. Each profile is itself decomposed into levels describing the complexity and
the relevant resources to be used for decoding a bit-stream and displaying it in real-time.
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3 Overview of the Scalable Extension of H.264/AVC

While the H.264/AVC standard provides state-of-the-art compression performance for single layer
video coding, it does not support any form of scalability (SVC). In parallel, the JVT group is also
working on a scalable version of H.264 which would have close similarities with H.264/AVC video
coding standard. The current working draft combines the coding primitives of H.264/AVC with an
open-loop coding structure allowing merging spatial, temporal and quality scalabilities [2].
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Figure 3: SVC Encoding Architecture

The key features of the scalable extension of H.264 / MPEG-4 AVC are:

- hierarchical prediction structure ;

layered coding scheme with switchable inter-layer prediction mechanisms ;
base layer compatibility with H.264 / MPEG-4 AVC ;

fine granular quality scalability using progressive refinement slices ;

usage and extension of the NAL unit concept of H.264 / MPEG-4 AVC.

The basic coding scheme for achieving a wide range of spatio-temporal and quality scalability can
be classified as layered video codec. The coding structure depends on the scalability space that is
required by the application. Just above, a block diagram for a typical scenario with 3 spatial layers
is depicted [3].

Spatial scalability is modelled using a Laplacian pyramid to compute the different spatial layers
applying successive decimations from the highest resolution down to the lower one [4].
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Gaussian pyramid Laplacian pyramid

Figure 4: Spatial Decimation

Temporal scalability is implemented through a hierarchical prediction structure that can be
realised according two different approaches:
- a simple coding of hierarchical pictures that can be easily implemented using H.264 B
pictures (BH);
- amore generalised approach using motion-compensated temporal filtering (MCTF).

Z0P border
[

N NN

key picture

Figure 5: B Hierarchical temporal prediction

In the above figure, an example of the hierarchical prediction structure for a group of 8 pictures
with dyadic temporal scalability is depicted. The first picture of a video sequence is intra-coded as
a key picture; key pictures are coded in regular (or even irregular) intervals. A key picture and all
pictures that are temporally located between the key picture and the previous key picture are
considered to build a group of pictures (GOP). The sequence of key pictures is independent from
any other pictures of the video sequence, and in general it represents the minimal temporal
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resolution that can be decoded. Furthermore, the key pictures can be considered as re-
synchronisation points between encoder and decoder. The remaining pictures of a GOP are
hierarchically predicted by applying successive predictions between couple of pictures selected
from the GOP hierarchical organisation:

- the middle picture is predicted from one or the two key pictures bordering the GOP;

- for each sub-GOP, the same process is applied twice between the middle picture and

each key pictures;
- and soon.

The hierarchical picture coding can be extended to motion-compensated filtering by adding an
updating step to the motion-prediction one ([5]). The MCTF decomposition process starts at the
highest temporal resolution. The group of pictures is partitioned into pictures A and pictures B.
The pictures B are predicted using the pictures A and replaced by the motion-compensated
prediction residuals. The prediction residuals of the pictures B are then again motion-
compensated, but this time towards the pictures A, and the obtained motion-compensated
prediction residuals are added to the pictures A, so that the pictures A are replaced by a low-pass
version that is effectively obtained by low-pass filtering along the motion trajectories. This process
is iteratively applied to the set of low-pass pictures as illustrated in the next figure until a single
low-pass picture is obtained as key picture.

\\
%

\
%

\
%

¢

1
GOF bourdary GOF boundary

Figure 6: MCTF temporal prediction

As a first interpretation, the pictures for different layers are coded independently with layer-specific
motion information. Although, the following techniques turned out to provide gains and were
included into the scalable video codec as Inter-layer Prediction techniques:

- prediction of intra-macroblocks using up-sampled base layer intra blocks ;
- prediction of motion information using up-sampled base layer motion data ;
- prediction of residual information using up-sampled base layer residual blocks.

Inter-Layer Intra Texture Prediction may be applied according three different manners, using:
- unrestricted prediction, where any block of any lower level is chosen (still not in the draft
standard);
- constrained prediction, where prediction can applied only from intra-coded blocks of base
layer;
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- constrained for single loop decoding, where prediction can applied only from intra-coded
blocks of base layer in any picture of the temporal decomposition as well as the key
picture.

Up-sampling techniques are then applied between two successive spatial layers, by using:

- a half-pel interpolation for a ratio-of-2;

- aquarter-pel interpolation for a ratio between 1 and 2.

Inter-Layer Motion Prediction can be applied from a previous layer by using:
- same image reference indices;
- same macroblock partition;
- same motion vectors which are up-sampled;
- a possible quarter-pel refinement.

Inter-Layer Residual Prediction may enhance motion information in conjunction with Inter-Layer
Motion Prediction.

Some experiments made in [6] to measure the optimal use of coding modes, lead to the following
statistics:

Mode/ Intra Inter |inter-Lay |Inter-Lay [Inter-Lay
Texture | Motion [Residual
IMPEG
Pred. Pred. Pred.
[Forman 1% 18% 7% 72% 2%
Football 2% 28% 27% 35% 8%

Table 1: Coding Mode Usage Experiments

The first video sequence present a single person speaking to a camera like in a news programme,
the second one presents two teams playing to football like in a sport event: in the last one motion
takes more importance than in the former one. It can be seen that an optimal mode selection
between two successive spatial layers stands:

- in trying to use inter-layer prediction modes for 70% up to 80% of mode decisions;
- in keeping elder single layer coding modes for the remaining.

Inter-layer prediction modes may then usefully apply for encoding inter-layer redundancy. Single-
layer coding modes consequently apply for detecting innovation between successive spatial layers.

In this example, inter-layer residual prediction is not greatly used because motion compensation is
starting from SNR base layers for avoiding drift effects when a bitstream is truncated.

A picture is generally represented by a non-scalable base representation, which includes all
corresponding motion data as well as a “coarse” approximation of the intra and residual data, and
zero or more quality scalable enhancement representations, which represent the residual between
the original pictures (or prediction residuals and intra blocks) and their reconstructed base
representation (or the subordinate enhancement representation). Quality scalability can be
simply introduced by applying the same prediction techniques between successive quality layers at
a same spatial resolution, starting from the minimum quality provided by an AVC compatible
texture encoding for the base quality layer and improving it along each following enhancement
layers. Staying at the same resolution, coded information does not need then to be up-sampled.
This approach provides the possibility to efficiently incorporate coarse grain SNR (CGS)
scalability.
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.;— Organisation of normal dice data (base representation)
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Figure 7: FGS data organization

Progressive refinement slices have been introduced in order to support fine granular quality
scalability. Within each spatial resolution fine grain SNR (FGS) scalability is achieved by encoding
successive refinements of the transform coefficients, starting with the minimum quality provided by
AVC compatible intra / residual coding. This is done by repeatedly decreasing the quantization
step size and applying a modified CABAC entropy coding process akin to sub-bitplane coding. The
base representation can be improved in a fine granular way while the enhancement representation
can be truncated at any arbitrary point. The organisation of progressive refinement slices is shown
in the figure above.

The coded video data of H.264/AVC is organized into NAL units, each of which is effectively a
packet that contains an integer number of bytes. In its scalable extension, an 1-byte extension of
the NAL unit header is used to specify the decodability dependency information, as shown
underneath, which must be present for insuring a correct decoding.

MAL Unit header MAL Linit payload
————
_-_-_—_-_"_-—--.
Thll Zhik Shie Inik '_'_'_iinr-—uﬁ_______z.m__
u} nal_ref_idc nal_unit_type Layerld Temporallevelld [ QualityLewvel
o o

——
decodability_dependency_irformaion [OOI]
{onby pres entwhen nal_unit_type specifies a
MAL unit of the scalable extension)

Figure 8: NAL scalable extension

Recently, the SVC extended NAL unit header has been amended in order to indicate a priority
order to drop NAL units when bitstream rate must be adapted on the fly [9]. This new interface
between video coding layer and network is described underneath.

The Extended Bit (E) is indicating the presence of the 3™ byte in which can be retrieved the
decodability dependency information where logically temporal scalability moved in 1! position.
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Bt. o 1 2 3 4 5 & 7

1.Byte | F | NRI NAL Unit Type
2, Byte Simple Priority ID D|E

Temporal Dependecy | Quality
3 Byte Level ID Level

Figure 9: SVC Extended NAL Unit Header

It allows to visit and to truncate a bitstream in an increased flexibility, as shown underneath, by
combining the three different kinds of scalability present in the scalable extension of H.264/AVC

([71)-
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Figure 10: Visiting a Scalable Bitstream
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4 Differences between Off-line and Real-Time Encoders

Off-line and real-time encoders are developed in order to meet different objectives:

- off-line encoders are mainly used in the aim to record audiovisual programmes that will be
displayed later;

- real-time encoders are used in order to broadcast directly live events.

During off-line encoding, delay is generally not a constraint and is tried to achieve the best quality
before storing the encoded content: the full set of available tools offered by the encoding standard
can then be used. The result is encoded with a variable bit rate (VBR) before its storage and often
trans-rated using a statistical multiplexer at broadcasting time.

At the contrary, delay is a main constraint to satisfy in real-time encoding because the encoded
content is simultaneously broadcasted within a channel of a given bandwidth. The result is rather
encoded for satisfying a constant bit rate (CBR) delivery and the real-time constraint leads to select
the most powerful subset of tools provided by the encoding standard.

All these aspects are summarised in the following table.

Coders Real-Time Offline
Audiovisual Broadcasted TV Recorded TV
programs

Coding toolset Most efficient subset Full set
Bit-rate range Medium High
Bit-rate regulation CBR VBR
Bit-stream quality Sub-optimal Optimal

Table 2: Coders characteristics

The SVC draft standard is a document defining the decoding process that an implementation
should follow when the standard will be in the Final Draft state. The standard body provides an
implementation for encoding and decoding video streams as well: its purpose is to test coding
algorithms quality and proves the improvement they provide over previous algorithms. This
implementation has not been designed for CPU optimization. Nevertheless it is interesting to show
the differences between a CPU efficient implementation of AVC encoding standard and the SVC
implementation, which is mainly based on AVC.

The encoded video content has a duration of 6 seconds which will be the upper bound for
satisfying to the real-time constraint. The comparison has been set up be using the free software
releases x264 for AVC encoding [10] and ffmplayer from ffmpeg [11] as decoder and renderer.
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Coding context (SVC) JSVM (AVC) x264

Single spatial layer 176x144 (QCIF) 20s 1.1s
Single spatial layer 352x288 (CIF) 85s 3.9s
Single spatial layer 704x576 (4CIF) 366 s 13.0s
3 spatial layers from QCIF up to 4CIF 958 s N/A
Single spatial layer 4CIF with 3 temporal ones 1596 s 10.5s
Single spatial layer 4CIF with 3 quality (FGS) ones 482 s N/A

Table 3: Coding Performance Comparison

Decoding context (SVC) JSVM (AVC) ffimpeg

Single spatial layer 176x144 (QCIF) 1.3s 0.25s
Single spatial layer 352x288 (CIF) 3.8s 0.67 s
Single spatial layer 704x576 (4CIF) 13.0 s 1.97 s
3 spatial layers from QCIF up to 4CIF 37.0s N/A
Single spatial layer 4CIF with 3 temporal ones 17.0s N/A
Single spatial layer 4CIF with 3 quality (FGS) ones 65.0 s N/A

Table 4: Decoding Performance Comparison

HD formats to decode (SVC) JSVM (AVC) ffimpeg

720p25 26.0 s 3.6s
720p50 52.0s 7.2s
1080i25 47.0 s 6.2's

Table 5: High Definition Decoding Performances

The previous tables show that the JSVM cannot be used as is for encoding as well as decoding

bigger format than CIF.
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5 Real-Time Coder Development Techniques

The real-time implementation of a video coder is asking a lot of efforts to a research and
development team:
- making decision techniques proposed by software reference models cannot be used as it
and must be redesigned for real-time application;
- among all coding tools proposed by a reference model, a compromise must be found
between their own efficiency and their impact on software complexity ;
- computation-demanding loops must be revisited and optimized according to the
architecture of the processor on which the software is ported.

Usually the development of a real-time video coder follows the flowchart shown below.

Figure 11: R-T Coder Development Flow-Chart

Considering the architecture of video encoders, most of real-time SDTV H.264/AVC
implementation for live broadcast applications have been developed using a multi-DSP
architecture, because it allows:

- to get a higher throughput than with a conventional general purpose processor;

- to provide a wide range of computing performances due to processor parallelism and
embedded signal processing capabilities;

- to offer rather flexible development platforms before starting a silicon implementation on a
FPGA or an ASIC.
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Development Processor Language Market
step
Reference model GPP C/C++ Professional
-> Algo. improv.
Code optimization| GPP+ co-proc C/ASM
Application Multi-GPP/DSP C/ASM
parallelization
Code porting DSPs/FPGAs | C/ASM/VHDL
Code porting ASIC VHDL Consumer

Table 6: R-T Coder Platform Architecture

VITEC Multimedia has developed SDTV H.264/AVC real-time encoding components based on
multiprocessor electronic boards (for instance, cf. VMC-5400 data sheet in Annex) and is currently
building a new one that will afford sufficient computing power to encode HDTV formats. It is
planned to use such an environment to implement SVC real-time encoding facilities, but by using
most of developments already available for H.264/AVC encoding and adapting them to provide an
SVC implementation.
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6 Real-Time Implementation of an SVC Coder

6.1 Real-Time Implementation of a Scalable Video Coder

In this spirit, VITEC Multimedia proposes to set up a first encoding solution made from a stack of
AVC coders modified according to the following way:

- at least one AVC encoder is used per spatial layer;

only intra-bloc prediction mode is used in spatial inter-layer prediction (frames are fully
reconstructed before spatial up-sampling);

B-Hierarchical prediction is used to implement temporal scalability;

FGS is implemented to enable SNR scalability;

AVC syntax is adapted for taking in account scalability information into an SVC compliant

bitstream.
Input Video Enhanced
Layer
»| Modified AVC > SNR
encoder Processing
A o
» Spatial »| Modif. AVC > SNR | Mux
Decimat encoder Processing »
A .
»| Spatial » Modif. AVC > SNR
Decimat encoder Processing v
Base Layer
Output
Stream

Figure 12: Real-Time SVC Implementation

A real-time decoder will be provided for displaying encoded streams into a PC environment.

One must be aware that real-time H.264/AVC encoders and decoders currently can hardly support
TV formats above SDTV without the help of customized chips. Concerning SVC streams, SDTV
format may bring an upper limit for live feeds at project timeline.

In a second step, new encoding features will be added to real-time encoding and decoding tools,
as for instance FGS scalability. Concerning the FGS tool, another issue is the current state of the
reference software. Indeed, there exists many implementations of FGS-like tools, and no decision
have been made about which scheme will be kept.




IST-4-028042 SUIT Deliverable D5.2

Page 19

6.2 SUIT SVC Reference Platform

All R-T H.264/AVC coding implementations nearly follows the rules and lead to the same kind of
algorithm architecture. They are mainly relying on the study made by the IMEC which has tried to
measure the impact of every tool provided by the standard on the encoded result [12]. It enables to
select the tools that must be kept in a simplified release of the reference model without loosing too
much performance.

Figure 13: R-T Coder Architecture

Usually, an R-T video coder architecture is composed of the following steps:

a pre-processing phase including a input format conversion where video frames are
rescaled and where the colour reference space of input signal is transformed, adaptive
noise filtering and scene change detection;

a processing phase where motion estimation is done first regardless to mode coding and
coding mode selection is applied in a two-pass way including a look-ahead pass in the
objective to measure local complexity of the input to be coded rather an R-D optimisation
loop [14], and then mode coding as it is the case in off-line implementations ;

a post-processing phase where entropy coding is performed and the bitstream is produced.

According to the coding platform architecture at one’s disposal:

it is tried to implement pre-processing and post-processing tasks in FPGA when ever it is
possible;

motion estimation is done apart from mode coding and it is tried to use sufficiently regular
algorithms as possible in order to afford an FPGA implementation;

but motion estimation can also be spread between scene detection and inter prediction
mode coding, in this case only motion vector refinement is applied for inter prediction
coding.

When a multiprocessor architecture is used to achieve real-time performances, two paths can be
followed:
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- acoarse granularity organisation driven by a task allocation organisation, input streams are
then encoded on a frame basis;

- afiner granularity organisation driven by incoming data, data is partitioned into video slices.

The first approach allows to allocate tasks only on a small number of processors. The second one
allow to deal with more powerful architectures, but window search size must be shortened during
motion estimation to avoid to lower data moves between processors and memories at the
boundary of slices.

So in the objective to insure that SUIT developments could have a high chance to be included in
SUIT demonstrations, Vitec Multimedia has proposed to afford SUIT partners with an intermediate
version between the full JSVM and an R-T release of the next SVC encoding standard. The SUIT
SVC Reference encoding and decoding Platform should run on a conventional PC platform and will
stay as close as possible from existing R-T AVC implementations and the R-T SVC implementation
will derive from them by introducing the SVC extensions designed by JVT to the AVC standard.

As B-H temporal scalability is already existing in the AVC standard, we will propose to the reader
to examine now how to implement progressively spatial and quality scalability starting from an AVC
platform. It will be first studied how inter-layer prediction modes can be added to conventional intra
and inter prediction modes in a single layer coder and then it will be described what are the new
syntactic elements to be inserted in an AVC bitstream to produce an SVC compliant one.

6.3 Real-time Algorithm for Spatial Scalability

The SUIT project proposes to process progressive video streams and scalable resolutions with a
power of 2. In this aim, it has been chosen to deal with the following scalable formats that may
approach a 16:9 aspect ratio:

- CIF with a picture resolution 320 pixels by 176 rows at 25Hz and a bitrate of 0.5 Mbps;
- SD with a 640x352 resolution still at 25Hz and at 1.5 Mbps;
- HD with a 1280x704 resolution at 25Hz (4.25Mbps) and 50Hz (8Mbps).

According to table1, it has been planned to implement successively the texture and then the
motion inter-layer prediction modes in complement to existing inter and intra AVC prediction
modes.

The implementation of the first inter-layer prediction allows to validate the AVC stack encoding
(and decoding) architecture proposed at the beginning of the chapter. Using texture inter-layer
prediction, AVC encoders will mainly be used to encode the innovation found in the up-sampled
scale, inter-layer redundancy being managed by texture inter-layer prediction.

Such a processing could be implemented using a stack of AVC encoders and a set of a few
complementary operators for satisfying real-time constraints:

- +/+, realising the addition of an up-sampled signal and the reconstructed innovation coded by an
encoder from the stack;

- +/-, realising the subtraction of a decimated input signal and the up-sampled signal enriched with
the encoded layer innovation;

- 12, spatial decimation of input signal,

- X2, up-sampling of reconstructed signal.
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Figure 14: Spatially scalable encoder

The corresponding decoding architecture can be also defined using the same set of

operators.
YUV < Enh layer 2
YUV < Enh layer 1
YUV < Base layer

Figure 15: Spatially scalable decoder

6.4 Real-Time Algorithm for SNR Scalability

In the SVC draft standard, two schemes of SNR scalability are proposed: CGS and FGS (FGS has
many flavours as well).

The following scheme is an FGS scheme with layers equivalent to the Progressive Refinement of
the SVC draft standard. This scheme has been designed to follow the FGS requirements as well
as real-time implementability. Indeed, each refinement involves only a quantization /de-
quantization /difference (which can be done all in the same function for CPU optimization), and an
entropy encoder.
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Figure 16: SNR scalable encoder

Moreover, if few bits are generated, the CPU usage of the added entropy coding should be kept
low. The scheme for decoding is simpler than the encoding, though somehow equivalent. The
added entropy decoder should as well have a low CPU usage for the same reason as in the
encoder.
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Figure 17: SNR scalable decoder

Quantification relies on the following set of equations for providing the refinement layers:

r=X- PH.264(X)
C =T 564(F)

&E=C— Q;1.264 [QH 264 (c)]

Where:
- Xis a 4x4 pixel block,

- ris the residual, difference between the pixels and the prediction (either intra or inter

prediction),
- cis the coefficients of the residual,

- Qy . is the base layer quantization,
- ¢is the SNR coefficients block.

The ¢ block is then separated in SNR; blocks. ¢; blocks are intermediate blocks.
The parameter of this separation is (, specific to the SNR coding scheme. ¢ shall not be less than

i, for the i layer to exist.
So:
£
SNR, ={2—qJ,80 =&—-SNR, x 29,




IST-4-028042 SUIT Deliverable D5.2

Page 24
SNR, =| -2 =& —SNR, x 20
17| 50t 6 =&y — 1 X ;
) ) i-1 _
£—Y SNR; x 2%
SNR, =| & | = =0
i 2q—i - 2q—i

This decomposition can be seen as a bit-plan extraction, SNR, being the plans.

6.5 Bitstream Specification

6.5.1 SUIT SVC bitstream structure

The bitstream structure is organised around access units (cf. [15]).

It starts with a Sequence Parameter Set (SPS) NAL unit in which main information for the
decoder are specified and optionally a Video Usability Information (VUI) field can be
append to define more precisely sequence parameters as the aspect ration, the video
format (PAL, NTSC, ...), colour information, timing information and Hypothetic Reference
Decoder (HRD) parameters.

It carries on with the Picture Parameter Set (PPS) in which are specified encoding
information as the picture decomposition in slices, the initial QP parameter, the weighted
prediction method for B slices, the use of the de-blocking filter, the entropy coding method
and the presence of redundant slices.

This information can be refreshed at a chosen time period and can be repeated before
each Access Unit. DVB advises to start a GOP with an IDR picture and to send an SPS
NALU before each GOP and a PPS NALU before each picture for enabling programme
zapping inside a multiplex of channels.

Before an Access Unit, complementary information can be set using a Supplemental
Enhancement Information (SEI) NALU in which can be mainly found picture time stamps.

Then an Access Unit will stand as an | or B picture defined at a given time inside a GOP. It
will be decomposed into a Base coded picture with all its SNR progressive refinements at
the coarser space scale and its series of spatial enhancement including their own SNR
refinements, as shown in the following diagram.

A decoder is expecting to have a full Access Unit that is composed of all the NALUs having
the same timestamp or the same frame number. An Access Unit consists of:

- abase coded picture;

- allits SNR refinement layers;
- a spatial enhancement layer;
- allits SNR refinement layers;
- andsoon.

The encoder outputs by following this incremental order without skipping any frame. To
know which NALUs have the same timestamp, the following method can be used:

- the beginning of an AU will stand with the arrival of base coded picture which
nal_unit_type value will be below or equal to 5;
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- the end will be detected with the arrival of a new base coded picture or the end of
the stream.

The nal_unit_type value of SNR refinement layers and spatial enhancement is 20.

! Header

| Base coded picture | Frame

q
P

A\ 4

| SNR refinement |

&
<

A\ 4

| Spatial enhancement |

q

A\ 4

| SNR refinement |

<
<

A

end

Figure 18: SUIT SVC bitstream structure

6.5.2 NAL Header and NAL Unit

The standard H.264 NAL header structure is shown in the table below. The following one
describes the extended structure provided for NAL unit 20 and 21 added for managing
scalable VCL information in the emerging SVC standard. It corresponds to the last available
recommendations made in a JVT meeting [18].
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nal_unit( NumBytesInNALunit ) { C | Descriptor
forbidden_zero_bit All | (1)
nal_ref_idc All | u(2)
nal_unit_type All | u(5)
NumBytesInRBSP = 0
for(ii = 1; i < NumBytesInNALunit; i++ ) {
if(i + 2 < NumBytesInNALunit && next_bits( 24 ) == 0x000003 ) {
Rbsp_byte[ NumBytesInRBSP++ ] All | b(8)
Rbsp_byte[ NumBytesInRBSP++ ] All | b(8)
i+=2
emulation_prevention_three_byte /* equal to 0x03 */ All | f(8)
} else
Rbsp_byte[ NumBytesInRBSP++ ] All | b(8)
}
}
Table 7: Standard AVC NAL header
nal_unit( NumBytesInNALunit ) { C | Descriptor
forbidden_zero_bit All | f(1)
nal_ref_idc All | u(2)
nal_unit_type All | u(d)
nalUnitHeaderBytes = 1
if( nal_unit_type == 20 || nal_unit_type == 21){
nal_unit_header_svc_extension( )
}
NumBytesInRBSP =0
for( i = nalUnitHeaderBytes; i < NumBytesInNALunit; i++ ) {
if( i + 2 < NumBytesInNALunit && next_bits( 24 ) == 0x000003 ) {
rbsp_byte[ NumBytesInRBSP++ ] All | b(8)
rbsp_byte[ NumBytesInRBSP++ ] All | b(8)
i+=2
emulation_prevention_three_byte /* equal to 0x03 */ All | (8)
} else
rbsp_byte[ NumBytesInRBSP++ ] All | b(8)
}
}

Table 8: Future SVC NAL header
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nal_unit_header_svc_extension( ) { C | Descriptor
simple_priority_id All | u(6)
discardable_flag All | u(1)
reserved_zero_bit All | u(1)
temporal_level All | u(3)
dependency _id All | u(3)
qguality level All | u(2)
nalUnitHeaderBytes += 2

}

Table 9: SVC Extension of NAL header

6.5.3 Encoding coefficients in SNR refinement layers

The progressive refinements layers are encoded using the following scheme described in
the two successive tables: one for parsing coefficients in a macroblock and the other one
applying entropy coding over them. SNR coefficients are CABAC coded using |_Slice

context type with a gstep set to 1 and the model 0.

residual_macroblock_SNR_cabac( coeffLevel, maxNumCoeff ) {

Descriptor

coded_mb_flag

3|4

ae(v)

if( coded_mb_flag ) {

for(i=0;i<16;i++) {

residual_block_SNR_cabac()

Table 10: Coding SNR residual macroblocks
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residual_block_SNR_cabac( coeffLevel, maxNumCoeff ) { C Descriptor
coded_block_flag 314 | ae(v)
if( coded_block_flag ) {
numCoeff = maxNumCoeff
i=0
do{
significant_coeff_flag[i] 314 | ae(v)
if( significant_coeff_flag[i]) {
last_significant_coeff flag[i] 314 | ae(v)

if( last_significant_coeff flag[i]) {
numCoeff =i + 1
for( j = numCoeff; j < maxNumCoeff; j++ )
coeffLevel[j]=0

}
}
i++
} while(i < numCoeff-1)
coeff_abs_level _minusl][ numCoeff-1 ] 314 | ae(v)
coeff_sign_flag[ numCoeff-1 ] 314 | ae(v)

coeffLevel[ numCoeff-1] =
( coeff_abs_level_minus1[ numCoeff—1]+ 1)
(1—2"*coeff_sign flag[ numCoeff—11])
for(i = numCoeff-2;i>=0; i) {
if( significant_coeff flag[i]) {
coeff_abs_level minusl[i] 314 | ae(v)
coeff_sign_flag[i] 314 | ae(v)
coeffLevel[ i ] = ( coeff_abs_level_minus1[i]+1)*
(1 -2 " coeff_sign_flag[i])

*

} else
coeffLevel[i]=0

}

} else
for(i=0; i < maxNumCoeff; i++)
coeffLevel[i]=0

Table 11: Entropy coding of SNR residual coefficients

6.6 Bitstream Extraction

Using the scalability information that stands in SVC extended NAL headers, it is possible to
truncate the bistream in order to satisfy to current bandwidth constraints. But it is uneasy to know
the impact on the reconstructed video stream and it may be then difficult to multiplex several
different streams into only one respecting a given bitrate.

In order to solve this issue, it will be provided information about the quality of information that
stands in every spatial and SNR layers of a coded bitstream. According to the encoding algorithm
used for base layers, PSNR information can be easily retrieved from residual computation stage.
At the contrary, when progressive refinement layers are produced, PSNR should be computed in
addition, but it becomes a very computation intensive task. To avoid this drawback, we have
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chosen to build an estimate of this measure. In [19], an innovative quality estimator is proposed.
The algorithm is based on the counting of the zeros that are generated by a dct+quantization
scheme. This scheme has been proven particularly efficient in the context of real-time rate-control
algorithm. We propose to implement it to provide quality information for the base layer as well as
the scalability layers.

The following graph has been extracted from the original paper. On the right side, the p-
domain and the distortion are correlated. It has been computed on the MPEG “Foreman” sequence
using QCIF video format.
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Figure 19: Distortion curves a video sequence displayed in g-domain (left) and p-domain (right)

To give as much information as used in an internal rate-control, we propose to give the
quantization step and the p-domain value of the frame coded. This will enable the user to select
among the layers, according to the quality, as the stream size only is not sufficient, to fit to the
network constraints. This process could be applied to provide a post-encoding rate control.

After each spatial layer (base coded picture or spatial enhancement with their respective
SNR refinements) will appear an SEl| of payloadType 25 that includes quality information
concerning the current spatial layer.
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6.7 File format for SUIT SVC elementary stream

We propose a simple file format specification to handle scalable video streams generated
for the SUIT project. As SVC standard is developed inside the AVC standard (Annex G), it borrows
the same Network Abstraction Layer as the MPEG-4-part 10 standard. This specification does not
provide muxing of Access Unit which has to be defined by transport layers. These specifications
are not stated in the working draft, so we propose to implement a SUIT project format file that will
help to the RTP encapsulation of SVC bitstreams. In addition, this solution is usually adopted by
H.264 vendors to simplify the handling of supplemental information and Access Unit streaming.

SUIT file format

Size Value

SUIT File header 4 bytes « SUIT »

Header Size 4 bytes header_size

Header header_size bytes

While() {
FrameNum 4 bytes
SliceNum 4 bytes
Timestamp 4 bytes
Scalability.spatial 1 byte O=base, 1= 1rst layer, ...
Scalability.SNR 1 byte O=base, 1=1rst layer, ...
Quality.quantstep 1 byte Quantization step (0 to 51)
Quality.pdomain 1 byte % of zero coefficients
Access Unit Size 4 bytes au_size
Access Unit au_size bytes

}

Table 12: SUIT SVC file format
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7 Multi-DSP Encoder Specifications

7.1 VITEC Multi-DSP platform family overview

Since mid-2003, VITEC Multimedia has started the development of a DSP-based family of video
multiprocessor platforms. They are designed to afford OEM customers with advanced means for
developing real-time video applications based on MPEG technology (MPEG-1/2/4 up to SD/HD
levels). VITEC Multimedia is trying to set up a software component library and provide an
integrated development environment with these platforms. It will help designers to prototype
quickly MPEG-compliant audio and video applications. VITEC provides the following services to
OEM customers:

- SDK and source code for building OS drivers and DSP sample codes;

- Technical support with purchase of development kit;

- Production facilities to deliver boards in volume at reasonable cost;

- Board customisation and FPGA implementation.

The current platforms cover a large range of professional and industrial video application:
- professional MPEG encoders for Broadcast and Telco;
- multi-channel video streaming over IP;
- multi-channel video surveillance;
- digital camera over IP.

VITEC Multimedia can currently afford developers coprocessor or stand-alone electronic boards
enabling to encode in real-time MPEG-4 AVC SDTV or MPEG-2 HDTV streams with its VP3
product family. For instance, it could be found in Annex the data sheets of two different electronic
boards:

- VMC 5400, which is an additional board that can be installed in a PC in order to provide
real-time performance for encoding SDTV video streams according to MPEG-4 AVC
standard;

- VP3 platform, which is a stand-alone solution for encoding HDTV video streams according
to MPEG-2.

A more powerful platform is under development in VITEC Multimedia. It should afford sufficient
computing power to encode in real-time HDTV video streams up to 1080p according to MPEG-4
AVC. It is expecting to use the new platform at project end in order reach real-time performance to
encode 720p video streams according to future MPEG-4 SVC. SUIT real-time SVC encoder will
get back the same specifications.

7.2 SUIT Real-Time SVC Encoder Specifications

The SUIT real-time SVC encoder will be built using a new VP3-70 extremely powerful platform
made from a mother board connecting up to 15 processing clusters that can work in parallel. Each
cluster is VP3-PMC board implementing 5 x DSP TMS320DM642-720 MHz from Texas
Instruments providing 28.8 GIPs, leading to a maximum of 115.2 GOPs per processor.

Each DSP has a private local memory of 64MB with a throughput of 1328 MB/s and DSPs can
communicate information to each others in different ways through the DMA controller services.

It also includes a number of user dedicated FPGAs allowing to implement any kind of specific
processing including video conversion, de-interlace, scaling, adaptive filtering, video complexity
analysis and entropy coding.
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Figure 20: VP3-70 System

VP3-70 is a complete system integrated in a 19” rack. It supports 2 HD-SDI inputs and 2 DVB-ASI
outputs as well as 4 AES/EBU digital audio inputs. In addition a 1 GBit/s Ethernet interface is
provided for data output.

Figure 21: VP3-70 Overview

An embedded CPU controls the overall platform and provides a set of interfaces including an IDE
interface for hard disk, 2xUSB, 1xRS-232 and a 100 MBit/s Ethernet for remote control.

The signal processing core includes up to 75 DSPs in 15 clusters of 5 DSPs each.
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8 Conclusions

This document presents the future SVC video coding standard starting from the former one AVC
from which it is derived and carrying on with its scalable extension SVC that can afford the three
different types of scalabilities: spatial, temporal and SNR scalabilities.

To describe how real-time implementations of video coders are done, first a comparison has been
made between off-line and real-time encoders and then real-time development techniques are
presented.

Next, the specifications of a real-time implementation dealing up with HD video formats are listed,
describing the tools that will be used to implement the different kinds of scalabilities, the syntax of
the out coming bitstream and the way to edit it.

For waiting a real-time release, it is provided a SUIT SVC reference platform that should help SUIT
developers to start the implementation of their own tools or to start the encoder integration in SUIT
demonstrators.

Concerning Multiple Descriptions, it would allow implementing several different approaches like:
1. Unbalanced MD
2. MD based on redundant slices,
3. MD based on EMDSQ.

Priority information inserted in the bitstream will enable the SUIT gateway to directly adapt video
content to the available channel bandwidth and the terminal ability. Quality information will enable
to perform statistical multiplexing at the SUIT playout side. Furthermore, auxiliary information is
provided with NAL units to ease the RTP encapsulation of scalable bitstreams.
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9 Acronyms

ASIC Application Specific Integrated Circuit
ASO Arbitrary Slice Ordering

AU Access Unit

AVC Advanced Video Coder

BH Bidirectional interpolated Hierarchical pictures
CABAC Context-Adaptive Binary Arithmetic Coding
CAVLC Context-Adaptive Variable Length Coding
CBR Constant Bit Rate

CGS Coarse Grain SNR scalability

CPU Central Processing Unit

DCT Discrete Cosine Transform

DSP Digital Signal Processor

DVB Digital Video Broadcast

FGS Fine Grain SNR scalability

FMO Flexible Macro-block Ordering

FPGA Flexible Programmable Gate Array

GOP Group Of Pictures

GPP General Purpose Processor

HRD Hypothetical Reference Decoder

IDR Instantaneous Decoder Refresh

JVT Joint Video Team

MB Macro-Block

MB-AFF Macro-Block Adaptive Frame Field coding
MCTF Motion-Compensated Temporal Filtering
MDC Multiple Description Coding

MMS Multimedia Messaging Service

MP4 MPEG-4 multimedia container format
MPEG Moving Picture Expert Group

NAL Network Abstraction Layer

NALU Network Abstraction Layer Unit

PPS Picture Parameter Set

RTP Real-time Transport Protocol

SEI Supplemental Enhancement Information
SNR Signal-to-Noise Ratio
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SPS Sequence Parameter Set
SVC Scalable Video Coding
VBR Variable Bit Rate
VCEG Video Coding Experts Group
VCL Video Coding Layer
VHDL Very High-level Design Language
VUI Video Usability Information
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11 Annex: VMC-5400 Data Sheet

PRODUETS

TECHNDLOGY
www. vitecmm.com

VMC-5400"

SDI and Composite capture and compression board
for developers

Specifically designed
for developers
The VMC-5400™ capture and compression
board makes very high quality H.264 / AVC
hardware encoding (low CPU consumption) a
reality for video ingest and professional
applications.

The VMC-5400"™ board takes advantage of
VITEC's multi-D5P architecture enabling a real-
time flexible video compression.

Designed for mission critical and video broad-
cast applications, the VMC-5400"" is ideally
suited for advanced video integration ranging
from airborne military video encoders to rack
mounted TELCO IP-TV solutions.

Key benetfits of the multi-DSP
architecture:

Easy and Economic Upgrades

Unlike solutions based on ASIC or FPGA, VITEC's DSP
based solutions are software upgradeable thus
enabling economic upgrade by offering continuous
feature and performance enhancements without
hardware replacement.

Consistent Installed Base

A VAR aor 5l can upgrade its installed base of
equipment with a simple software upgrade and keep
a constant hardware base, which is much easier to
maintain.

Cost Effective
Very powerful and easy-to-use software development

tools (SDK), called LiveWire™ , dramatically reduce the
time-to-market when implementing a VITEC product.
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TECHNICAL SPECIFICATIONS

Wiceo Formabe

NTELFAL
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Z5E MB RAM
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f 5 FAL)
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TI0xSTE, 35282 [PALISY
TIOwAST, 3ETaI40 (HTSC)

[Operating Systems

Windows XF, 2000

Devaicoment Ko

Low level SORAFL
Liveidtipe framemork
Demo appdcabion source code
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Fauss'Fesums moda =1
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VITEC MULTIMEDIA Inc. USA & Canada
2814 Seagull Drive — Duluth, GA 30096 LSA
Phaone : (678) 580 3165

Fax : (678) 580 3205

Email : usa_infovitecmm.com

TECHNILOTY

W w. vitecmm.com

Opafienl A RNHT T LANGR Wl it Poies - Bl el

VITEC MULTIMEDIA Internaticnal Sales

89, rue Pierme Semard - 92324 Chatillon - Frarce

Phone :+33 14673 06 06
Fax +33 146730600
Email : info@vitecmm, com
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12 Annex: VP3 Data Sheet

W, VIR SO ML Com

VP:"

T Parallel ngrammable Prucessing
Multi DSP Platform for OEMs & Developers

KE_F features : VP is an extremely powerful parallel programmable
+ 18 GIPS and mors, processing platform dedicated to professional and
« B x TMS220DME4Z™ DSPs, industrial video applications like :
+ Digital Video inputs & autputs (SDI), +H.264/MPEG-4 real time top quality encoders and deco-
i:m Definition ready [I-I}-SI]:_]H.:ESIH}“}' ders.
+ Diggital Auclio inputs & outputs
+ Audio and Video sync, «High Definition MPEG-2 encoders/decoders,
+DVB-AS| inputs & outputs, «MPEG-2 to H.284 transcoders,
+ Configurable topod ogy, : g
« Efficient inter-processors communication, «Real time content analysis,
+ Hardware coprocessors, = Image processing, ...
+ TCR/IP stack,
+ Ethernet imterfacs,
+ PCI interface,

+ Standalens application ready {no PE)

WVITEC MULTIMEDIA Ime. USA & Canada
2014 Seaqull Diries - Duluth, GA J0006. LISA
Phone : [B7E) 330 3165

Fam : [B7E) GO0 3205

Email © usa_rifeslritacmm.com

VITEC MULTIMEDIA International Sales

B8, e Pierna Seimend - 22724 Chaillon Ceden - France
Phiore : +331 46730606 :
Fax +33 146 T3 06 00

Ermnail : infotwitecmm.com

T s i e i man s s bl LTH u




IST-4-028042

SUIT
Page 41

Deliverable D5.2

AHTECTUR O THE S0

VPp? implements 8 x
THMS3200ME42™ DSPs from
Texas Instruments running at
600 MHz {and soon 720 KMHz,

32,4 GIPS with & meximum of
A operations per irstruckion (4
operations of 8 bits, 2 opsra-
tions of 16 bits and 1 operation

of 153,6 GOPS. Each D5P has a
private local memory of 122
ME (SDRAM running at 100
MHz and 64 bits, which prowi-

1GHz, ...) thus providing up to of 32 bits) which is a maximum das a throughpue of 800 MB./s).
| _ PG, -
-5 :'I:I'd'.lu'ﬂ\-ﬂ ] q mwﬂ H: [H0-E0A 5 I'r."-.l';l-

Pﬂl.‘iﬁin n‘!'uﬁﬁ_ﬂl.ﬂ
-t *H-— T ——H—— R S e
osM [n o) [n:=2s ] ey CSPa [u== [SFY os|
=) =] B H= - -4
- & . AL M | e T* " -
DA, conkroller —1""‘“‘*
—— Flash
JTAS PHY r“
N 1 --ﬂHl Wt
AT Ak E#srul P[‘IIII
oL ETorooY
VP ? architecture is highly flexible il e

and can be configured to fit to the L
specific needs of the developer's
applications. Each D5P has 3 powerful
and configurable video ports which
are used as one of the communication
wiays betwesn them. The topology of
the array of & processors can be defi-
red as a simple pipeline of eight pro- artial i
cessors, a fully parallel scheme or a 11 brwmdr

mix of both, A crozs-bar implemented v

in an FRPGA interconnects the video El )
ports of the DS Ps.
® ? Fimal 1wt ‘E » Widaosut
PCl Pl
[ PC ﬂ
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INER.DPs comumE S

DSP= can communicats information to sach others in sewve-
ral ways

Direct maemaory to memaory block sachanges through the
OME conviroller ssreices, High psrfommance DMA intar-pro-
a5 50r's communication channals haws bean optimized io
allewy 1t 1, 1 to n or 1 to all data sechangss.

Widen data or rae data through their sideo ports and the
oross-bar,

+The host busses of the D5Ps are linked to PO intefacs and
van sand.reneive messages to'from the host through the
PCl interfans.

o conTRoL R PRI

One DSP inkiates o Memory Block Transfar by sending a
recpiest tothe DMA Comtroller speaifying the list of desti-
nation C5Ps which shall receies the message. The hard s
re controller puts the mource and destination ISPs inhold
state and takes coninol of their local memories to read the
soume rmemory and arite o all the destination memories
simuliansoushy, Oroe the frarsfer i achiewed the DA
cortraller sands an ivterrupt to the source D5P o warn it
thiat its message hes been sent and also tothe destination
[5Ps to warn tham that they receesd a message

oA Co PROES SO

‘Tha FPGR implemsnting the crossbar sereica is alw the
ona interconnacting the digital wideo inputs and outputs o
the processors amay. It is large enough (up to BO0,000
gataes : Kilire's X225600E) to host o hardears coproces sar
implementing your own preprooessing algorichmes acting
on thewides data ksalf (for instares :filters, soaler, ). Tha
content of the FPGA con be downloaded at the initializa-
tion of the board from the Flash memory or by softwanc

‘Tha FPGE implementing the DMA controller i also large
enough [up to BO0O00 gates : Xilire's MC25600E) to host
another handware coprocessor implementing your osn
oompuitation algorithms too heasy orcomp ke to ba imple-
menied in softsvare fior instance : CABAC, .. ). The content
of tha FPGA can ba downlcaded at the initial mation of the
board from the flash memony or by softears.

DAUCHTER B0,

VP2 includes a main board and & daughisr board, The
main board indudes the PCland Ethermst interfaces and
the daughter board inckides the wideo and audio inputs
and outpuis. To devaelop a speaifio daughiar board with
other kind of widen and audio formats DV, analag,...) plea-
so contaot o Viteo represantativs.

o oo

VP *comes with a complete software environ-
ment ;

=Windows WDK’ driver (.5Y5) able to support
multi-board applications in the sama PC,

= The source code of a sample application run-
ning under Windows XP/2000 and addressing
directly the WDOM driver,

= Source code of DSP sample applications like
- Wideo pass-through, audio pass-through,
- Memaory BIST,
- DA transfars.

=Vitec recommends the usage of the Texas
Instruments developmeant tools to devel op
software for the D5Ps themsslves,
- CAC++ compiler,
- simulator,
- emulator via the RTDS probocol and stan-
dard [TAG connector,

= Multi-DSP applications can be emulated by
instancing several times the Tl emulator soft-
ware under Windows and the ITAG connector
onthe WP * board.

Deliverable D5.2
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SOFTWARE TOOLSREE T*CHNICAL SPECIFICATIONS S

& romplete framework, called Liea@ie™, for
devalopers who want to use VP? hardware to
dewelop a product rurming urder Windoes.
LiwaWira™ prowides a set of ready to uss
correcbable components kading toa drastic cut
of tha dewelopmant time. Lise®ire™ has marmy
advartages. It :

+ansures highly flaxibls, soalable, tnuly customi-
zable solutions,

v iz desigred to allow wall-structured paralial
devalopment,

ralloes to concetrate on solution speoific tasks,

voresroomes the limitations of saisting techmalo-
giws such as Direot Shos and COM in general,

+ alloavs lise reconnestion of functional compo-
nants without nterruption of actiee processes,

+ iz oompatible with WindZ COM, seriptable lan-
guages (Visual Basic, lawa Seript, .,

+takes advartages of XML based teohnokogies
and uses the Apache Xerces KENL parser,

+ proveides differant keecls of SOK abestraction,

from high kel BF for scripting languages
Win32 AP for limited backsvard compa-

tibility to tha low lesal sat of DOM Irterfaces for

advanced desclopment in Ce +,

Liwab¥ira™ parts :

- Lrew#ire Cora

- Lieeiire Compaonsnts

- Liwa/ire XML -besed Profiles

- Lieg#ire Custom Components Wizard for M3

Visual Studio C++

- Liwa/#ire Multiplatform Shall

- Liwa'Wire SOK

- Liee#ire Tutorial and Samples

Tostart using LiveWirs  bassd products, all you
hiaws ta do is to oreate an irstance of Assembly
Cortainer, initialize it with XML-based
Corfiguration Profile and run. Differant sophisti-
cabted profiles can bs created without stensivs
programming, using Intagrated Proparty Page or
direcily by editing the ML fike in the teat editor
of your choics, Components parameters persis-
tere ooimes then automatically.

Vary litths programming is needed to uses adean-
o Faatures, such o5 Command Soheduling and
Btomic Cormmand Blocks. With a fes cotra lines
of pod e you can complets an appl ieation capable
of running sxeoution soripts with frama acourate
precizion.

Custom LiveWire " components creation is sim-
plified by Wizard and they can be casily integra-
ted it saisting Assemblies.

The most important advarkage of the SOK i tha
leyered struckure of the LivwWire  framewsork
which allows a quick dewslopment cyolke.

oo s o HO-I0

Aupdla Irguis ST Sl de- nribacicir p o S0
Widan Duepul o0 WO-T0

Audia Juipr ACRTO, Aardia embezZed v G001
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Intertaces | Cubputs

- PO Flegrin cand

- 8 slati-g ora e iprrer wit 87 adeoal foaer
(V5% mad w340 andd B fuge Feak ey 1o sl e
progee and [ae FPGA coalanta

250 rrce W7 e T2 T iech x 27 S0
%1 g

The FTI inferfecs e 12 bia T3 501 v 2 T comee-
Ik arild ' wrd 3] witk m7 weio-delection device

DSPs SPECIHCATIONS

VP " uses 0 TMSI200ME42™

« High-Performianie Digltal Medla Processor
- G0-MHz Clock Rats fand s0on 720 MHz, 1GHE, ..}
- .:.'-gﬂ AZ.Bit IrestnuctionsTyo ks,
- 4900 MIPS,
- Fully Software-Compatible With Codx

« WeloelTl.2. Extenslons to VelocITl. Advanced Very-Long-
Instruction-Word (VLIW) TM53200545 DS Core

- Eight Highly Indeperdent Functional Linits With WalooiT]. 2, Exersions:

- S ALLks (32./40-Bit), Each Supports Single 32.-Bit, Dual 16-Bit,
ar Duad 2-Bit Arkhmstic par Clock %«h

- T Multipliors Support Four 16 x 16-Bit Multiplies [22-Bit
Resuli=) par Clock Cyola or Eight 2 = 2-Bit Multiplies (16-Bit
Resulis) per Clock Cyola,

- Load-5tors Architecture With Non-Aligned Support,

- B4 32.Bit Genaral-Purpoes Ragistars,

- Irestnuction Packing Reduces Coda Siza,

- &1l Instructiors Conditional.

« Instruction Sat Features
- Byte-hddres zable (2-/16-732-/64-Bi Data),
- BBt Crewrflon Protection,
- Bit-Fiald Exiract, Set, Clear,
- Normalization, Saturation, Bi-Courting,
- VelexiTl. 2, ereassd Orthoganality.

« L17L2 Hernu? Arehitesiurs
- 1Z8K-Bit { 166 Byte) LIP Program Cache (Direct Mapped].
- 128K-Bit {16KByta) LD Data Cache |2 Way Set-Assoniat ),
- MLBit (256K- L2 Unified Mapped REM Cache (Fexible
Fﬂ.H.-En[EI'n A.Il%ct:'ghn]. l:
- Erdlanass: LitHe Endlan

+ Enhanced Direct-Memory-Access (EDMA) Comiroll er (64
|ﬂ|:|E|]EI"I:|EI'I[ Channels)

+ 107100 Mb.s Ethemet MAC (EMAC)

« Three Configurable Video Ports : supports Multipls Resalutiors and
WVideo Standards.

+ Thraa JZ-BIt GEI'IETELPLIFIIJEE Timers

« |EEE-1149.1 {JTAGT)
Chie, MakbdTL 2L VelariTL s TRISTACE 42 arw trndernsrio ol Teesa v emasi.

Al iadernarks am e ol ibairy TETEL
| EEE Starchrd THEL]- Searchrd-Tar oo Part and Boundary San dchitecinm

Oiher speef ekl

o
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